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Introduction

The process of an animal selecting resources in-
volves a series of behavioral choices. Under-

standing these behaviors is a foundational and cross-
cutting theme in wildlife research and management. 
Resource selection analyses (RSAs) represent a broad 
class of statistical models for identifying under
lying environmental correlates of animal resource 
selection and space use patterns. Many other chap-
ters of this book describe analyses that can be en-
compassed by the general RSA de�nition. RSAs en-
compass several categories of habitat analyses: 
methods focused on testing for disproportionate use 
of habitat components, often referred to as �use-
availability� or �presence-absence� models (Manly 
et al. 2002; Johnson et al. 2006), and �presence-only� 
models (McDonald 2013; Warton and Aarts 2013). 
RSAs have been used to improve our basic under-
standing of wildlife ecology (e.g., hypothesis testing, 
ecological niche models or species distribution mod-
els), to predict animal space use, to inform habitat 
management and conservation (e.g., critical habitat 
delineation), and to assess impacts of environmental 
change on wildlife (e.g., wildlife spatial response to 
wild�re).

Volumes have been written on the subject of RSAs 
and despite�or because of�this, choosing the most 
appropriate method of analysis for any given study 
question can be an overwhelming task. The goal of 
this chapter is to dispel the confusion and to present 
a basic introduction to resource selection concepts 
and an overview of common RSA methods used by 
wildlife professionals. This is not meant to be a com-
prehensive review, but rather an introductory guide. 
Other reviews and primary sources are referenced 
throughout the chapter, which we strongly suggest 
reading for a broader understanding of RSA theory 
and practice. Manly et al. (2002), the March 2006 
special section of the Journal of Wildlife Management 
(Strickland and McDonald 2006), and the Novem-
ber 2013 special feature in the Journal of Animal Ecol-
ogy (Mcdonald et al. 2013) provide more extensive 
discussions and reviews of speci�c RSAs.

Foundational Concepts
Resources and Resource Units

Habitat is a comprehensive term describing an area 
that encompasses the necessary combination of en-
vironmental conditions and resources that promote 
occupancy, reproduction, and survival of a species 

Resource Selection Analysis

Different taxa use resources di�erently across a single day, season, or life cycle and 
these dependencies must be quanti�ed in order to understand management.
�Mathewson and Morrison (2015:4)
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(Morrison et al. 2006). Therefore, wildlife biologists 
interested in understanding habitat are typically fo-
cused on the identi�cation, availability, and relative 
importance of resources. The de�nition of a resource 
in wildlife biology is broad and includes: matter 
taken up by an animal (e.g., food items), objects with 
which animals associate (e.g., nest tree), and condi-
tions that in�uence the use of places and ultimately 
a�ect �tness (e.g., vegetation cover type; Buskirk and 
Millspaugh 2006). Resource units are quanti�able 
items or areas that can be observed as used (or not) 
by an animal, sometimes also called sample units 
(Lele et al. 2013; Rota et al. 2013). We focus our dis-
cussion on resource units comprised of spatial areas 
(e.g., quadrats) since these are most common in 
wildlife ecology. Available resource units are those 
units that are accessible to animals during a period 
of interest (Johnson 1980). Used resources are by def-
inition a subset of available resources that are en-
countered and utilized, while unused resource units 
can be de�ned as either available or unavailable 
based upon study designs and assumptions.

Resource units can be described by a single attri-
bute (e.g., canopy cover) or multiple attributes (e.g., 
land unit�s slope and soil type) that di�er among 
units. The method used to describe resource units af-
fects the appropriate analysis, model interpretation, 
and study costs. Improvements in remotely sensed 
environmental attributes and geographic information 
systems (GIS) technology have greatly expanded our 
ability to accurately describe some resource units 
over large spatial and temporal scales, but many 
studies still rely upon detailed ground surveys. Al-
though acquiring and classifying resource data into 
broad categories may be quicker and more cost ef-
fective than producing detailed measurements in the 
�eld, general classi�cations may miss important 
ecological mechanisms of selection. For example, 
height of groundcover may be the most important 
variable for a generalist bird�s selection of a nest 
site, and broad vegetation classi�cations such as 
grassland versus forest would not capture the impor-

tance of groundcover. However, if the purpose of an 
analysis is to determine how animals respond to a 
general management action or disturbance, such as 
a forest harvest, then categorizing resource units as 
either harvested or unharvested, or by their distance 
to a harvest, may be su�cient.

The distribution of available resources describes 
the variation of resource types in environmental 
space (Lele et al. 2013). For example, when resource 
units are described by a single categorical attribute, 
say cover type, the available resource distribution 
represents the proportion of available units in each 
cover type category within some given area. When a 
resource is used disproportionately to its availability 
we infer selection (Johnson 1980). A statistical model 
used to estimate the probability of selecting a re-
source unit as a function of resource attributes is of-
ten called a resource selection function (RSF) or re-
source selection probability function (RSPF; Manly et al. 
2002; Lele et al. 2013).

Availability

De�ning what resources are available to individuals 
or a population is a primary concern for anyone in-
terested in resource selection (Lele et al. 2013; Manly 
et al. 2002). By de�nition, available resources are as-
sumed to be accessible to focal animals during a pe-
riod of interest (Johnson 1980). Available resources 
can be completely accounted for, or a random sam-
ple of available units can be sampled from the avail-
able extent (Manly et al. 2002). In practice accessi-
bility is rarely empirically studied partly because the 
focus of most studies is on the used resources, and 
quantifying availability is often constrained by logis-
tics. Used units are typically compared with units oc-
curring (existence or abundance) in some portion 
of an animal�s environment. Boundaries of available 
resource occurrence are based upon assumptions 
from animal movement studies (e.g., home range 
polygons), management area boundaries, and map-
ping extents (Elith et al. 2011), or they are limited 
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by budget or personnel. Consequently, when avail-
able resource units and distributions are summa-
rized, results likely represent a greater diversity of 
attributes and quantity of resource units than what 
was truly accessible to the focal animal(s), and the 
selectivity metrics calculated can be invalid or appli-
cable only to the study area investigated (Buskirk 
and Millspaugh 2006). The determination and under
lying assumptions of available resources are impor
tant factors in determining how well a model actu-
ally represents the population of interest, regardless 
of the statistical method.

Use

When food items are resource units, the de�nition 
of use is straightforward: a used unit is one that is 
eaten. When spatial areas are considered resource 
units, interpretations of �use� are more variable. The 
presence of an animal on a resource unit typically 
corresponds to �use�; however, spatial units can be 
selected more than once and areas may be visited at 
different rates depending upon the size of resource 
units, timing of sampling, and animal�s behavior dur-
ing an observation. Use can be de�ned as binary, 
such as used versus unused or used versus available, 
or use can be de�ned by a measure of use intensity. 
In many studies, unused areas are di�cult to deter-
mine because observations are snapshots in time. 
The method of observation a�ects how use is mea
sured. When individual animals are not identi�ed, 
use could be inferred as the presence or abundance 
of a species or individuals in a sampled area or unit 
and measured at each location or in a bu�ered area 
or plot containing each location. For example, Neu 
et al. (1974) recorded use as the number of moose 
tracks in four plots with variable burn history over 
seven time periods. When individual animals are 
identi�ed with repeated observations of use gener-
ated for each animal, the location of individual relo-
cations, clusters of relocations, or the area encom-
passing all relocations can be used to de�ne use. 

Aebischer et al. (1993) de�ned use as the proportion 
of resources within an individual animal�s entire 
home range area, while Millspaugh et al. (2006) di-
vided each home range into a grid and de�ned use 
as the mean utilization distribution (UD) value 
within each grid cell. Rate of use can also vary by the 
time of year and by animal behavior. For example, re-
sources selected for foraging in spring may be vastly 
different from resources selected for nesting or from 
resources selected in winter. Some analyses can be 
designed to accommodate these dynamics. The type 
of use data collected is a primary determinant of 
which RSA is appropriate.

Scales of Selection and Use

Resource selection was described by Johnson (1980) 
as a hierarchical process, whereby each order of se
lection is conditional on a selection made at preced-
ing levels. First-order selection is de�ned at the level 
of the physical or geographic range of a species; 
second-order selection is de�ned as selection of a use-
area conditional on the species range (e.g., home 
range); third-order selection is de�ned as use of a com-
ponent within the second order resource (e.g., cover 
type); and fourth-order selection refers to use of a par
ticular resource within the third order resource 
(e.g., nest tree; Johnson 1980). The resources impor
tant to selection may change between or among 
orders of selection. For example, the geographic 
range of a species (�rst-order) may be limited by cli-
matic extremes, while individual use areas (second-
order) may be highly correlated with the composi-
tion and mosaic of distinctive vegetative types 
available within the geographic range. When spatial 
areas are considered resource units, the used area at 
a larger order of selection (e.g., a territory) constrains 
the scope of availability for the lower order of se
lection (e.g., resting site). RSAs can be designed to 
investigate selection at one or several orders of se
lection, and resource attributes can be characterized 
at multiple geographic scales. The August  2016 
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special issue of Landscape Ecology is a good source for 
further explanations of multi-order and multi-scale 
resource selection analyses (McGarigal et al. 2016b).

Resources in natural systems are rarely uniformly 
distributed, and thus studies of resource selection are 
closely linked to spatial and temporal patterns of the 
landscape. The scale of a RSA is de�ned relative to 
the extent (or domain) and grain (or resolution) of 
used and available resources (Johnson 1980; Wiens 
1989). When resource units represent spatial areas 
de�ned by the researcher, the grain chosen should 
consider the abundance and spatial distribution of 
use locations in the landscape, as well as the spatial 

distribution of available resources (Boyce 2006). In-
terpretations of resource selection can vary widely 
depending upon the resolution of spatial resource 
units and what researchers de�ne as being available 
to animals (Fig. 12.1). For further reading on the im-
portance of scale in RSAs, see Johnson (1980), 
Wiens (1989), Boyce (2006), Gaillard et al. (2010), 
and McGarigal et al. (2016a).

Selecting a Resource Selection Analysis

Resource selection analyses represent a diverse col-
lection of statistical methods ranging from simple 

Fig.�12.1. ​ Effect of changing geographical scale of grain and extent in heterogeneous landscapes. Expanding the study 
extent introduces new resources, and expanding the grain may dilute effects of rare resources.
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metrics for quantifying use to complex multivariate 
techniques that incorporate spatial and temporal dy-
namics and variation among groups. Selecting the 
appropriate analysis can be challenging and should 
be an integral component of study design. Under-
standing assumptions inherent to use and availabil-
ity data collected, methods to collect those data, the 
objective of the research (e.g., animal space use pre-
diction versus hypothesis testing), and accessibility 
of methods a�ect decisions regarding which RSA to 
use. Here we describe some of the more common or 
historically in�uential RSAs in wildlife ecology 
(Table 12.1), discuss assumptions common in those 
analyses, and categorize resource selection study 
designs.

Common Analyses

The chi-square test (Neu et al. 1974) and univariate 
rank-based methods (Friedman 1937; Johnson 1980) 
are arguably the most simplistic RSAs in model struc-
ture. These analyses compare univariate categorical 
attribute values to test or rank attribute categories 
based on null hypothesis of no di�erence between 
proportions of used and available units (Alldredge 
and Ratti 1992; Manly et al. 2002). These methods 
are used less often today because models have since 

been developed that rely on fewer assumptions and 
allow multivariate descriptions of resource units in-
corporating both continuous and categorical re-
source attributes.

Compositional analysis of resource selection is 
common in telemetry studies and other study de-
signs where individual animals are repeatedly ob-
served (Thomas and Taylor 2006). Compositional 
analysis is an extension of multivariate analysis of 
variance (MANOVA), which uses individual animals 
as replicates and can accommodate categorical dif-
ferences between individuals (e.g., sex, group). The 
distribution of resources within each animal�s home 
range boundary or other area encompassing reloca-
tions is compared to a larger available extent (Aebi-
scher et al. 1993). Compositional analysis is appro-
priate only when observation sample sizes are large 
enough for individual use areas to stabilize (Aebi-
scher et  al. 1993). This method assumes indepen
dence between individuals sampled and normality of 
covariates (Manly et al. 2002). Results from standard 
compositional analysis cannot be used to calculate 
relative probability of use for spatial units (Manly 
et al. 2002), so weighted compositional analysis re-
�nes the method to assign resource use values based 
on utilization distributions of activity within use ar-
eas (Millspaugh et al. 2006). Several reviews have 

Table�12.1. Common resource selection analyses used by wildlife biologists.

Method Complexity Attribute data
Study 
designa Citations

Chi-squared test Simple Univariate categorical I Neu et al. (1974)
Rank based tests Simple Univariate categorical I, II Friedman (1937); Johnson (1980)
Compositional analysis Simple to moderate Multivariate categorical II, III Aebischer et al. (1993)
Logistic regression Moderate to complex Multivariate categorical/continuous I, II Manly et al. (2002)
Polytomous logistic 
regression

Moderate to complex Multivariate categorical/continuous I, II North and Reynolds (1996)

Poisson regression Moderate to complex Multivariate categorical/continuous I, II Manly et al. (2002)
Discrete choice Moderate to complex Multivariate categorical/continuous III, IV Cooper and Millspaugh (1999)
Step-selection analysis Moderate to complex Multivariate categorical/continuous III, IV Thurfjell et al. (2014)
Occupancy models Moderate to complex Multivariate categorical/continuous I, II, III MacKenzie et al. (2002)
MaxEnt Moderate to complex Multivariate categorical/continuous I, II Elith et al. (2011)

a These categorizations are based on generalities; there are exceptions to every rule, depending upon speci�c data collection and analysis structure.
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compared compositional analysis with other RSAs 
(Millspaugh and Marzlu� 2001; Manly et al. 2002).

Logistic regression is a type of generalized linear 
model that relates a linear function of resource attri-
butes to a binary response of used versus available. 
Logistic regression analyses dominated the resource 
selection literature in the 1990s and early 2000s. Ke-
ating and Cherry (2004) argue that it was often mis-
used. Logistic regression models can incorporate 
continuous and/or categorical variables, but it is 
important that they be tested for noncollinearity. 
Odds ratios are used to interpret in�uence of attri-
bute coe�cients. Standard logistic regression does 
not account for variable use frequencies; however, 
polytomous (multinomial) logistic regression and 
Poisson (log-linear) regression, both generalized lin-
ear models, can accommodate variability in the inten-
sity of use frequencies. Polytomous logistic regres-
sion relates a nominal (categorical) rather than binary 
response variable to a linear function of resource 
attributes (North and Reynolds 1996), and Poisson 
regression utilizes counts of use (Manly et al. 2002).

Improvements to statistical programs and com-
puting power have led to an increase in hierarchical 
models (including random e�ect models) able to 
support complex model structures accommodating 
dependencies in use data (e.g., Gillies et al. 2006), 
multiple orders and scales of selection (McGarigal 
et al. 2016a), and ecological dynamics (McLoughlin 
et  al. 2010). The incorporation of random e�ect 
terms to generalized linear models such as logistic 
regression models (Gillies et al. 2006) accommodates 
datasets where samples are not independent or cases 
where sampling of groups was unequal. Random ef-
fects also allow researchers interested in population-
level e�ects to examine variation between individuals 
(e.g., Thomas et al. 2006).

Conditional availability models are a �exible class 
of RSAs that can be used whenever available re-
sources di�er within a sample of used resources. 
These models are particularly useful for studies that 
make repeated observations of marked individuals. 
Depending upon sampling structure, these models 

include conditional logistic regression models, 
matched-case control regressions, discrete choice 
models, and step-selection models. In discrete choice 
models, the combination of use location(s) and their 
matched available units is called a �choice set� (Mc-
Cracken et al. 1998). These models range from the 
relatively simple to those that are complex; in the lat-
ter random e�ects in a hierarchical framework can 
be incorporated in either Bayesian or maximum like-
lihood approaches (Cooper and Millspaugh 1999; 
Manly et al. 2002; Thomas et al. 2006; Kneib et al. 
2011). Step-selection models can be considered hi-
erarchical extensions of basic conditional availabil-
ity models in that they combine models of animal 
movement, which designate available resources for 
each use location, with integrated models of resource 
selection (Thurfjell et al. 2014).

Pro�le models apply statistical distribution mea
sures from observed use locations to infer species use 
in similar environmental gradients elsewhere. Maha-
lanobis distance modeling is a pro�ling technique that 
uses vectors of average use to assigned values appli-
cable to mapping animal-resource selection based on 
how similar other areas are to the multivariate mean 
(Clark et al. 1993). This method can incorporate nu-
merous multivariate attributes and does not depend 
upon a sample of available habitat (Manly et. al. 2002).

Machine-learning approaches have been adapted 
to study resource selection as computer systems have 
improved. These methods are very �exible and can 
handle highly nonlinear relationships better than 
more traditional functions such as logistic regres-
sion. The maximum entropy method (e.g., MaxEnt) 
has increasingly been used to evaluate resource se
lection (Phillips et al. 2017). MaxEnt modeling soft-
ware uses a machine-learning process to analyze en-
vironmental conditions and �t resource selection 
functions based on observed use contrasted against 
a large random sample of available resource units 
(Merow et al. 2013). Many of these more recent an-
alytical methods were developed in conjunction with 
or for use in GIS. GIS programs are increasingly rel-
evant due to their ability to handle high-volume da-
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tasets collected from automated animal and vegeta-
tion monitoring systems and for their ability to 
generate spatially explicit predictions (e.g., habitat 
maps).

Detection of any wildlife species is imperfect, and 
for most species detection probabilities will vary 
among sites. Incorporating detection probabilities in 
the analysis of site surveys (i.e., probabilistic models 
of occupancy) provides the most robust and appro-
priate analytical methodology for population-level 
studies of resource selection involving nonmarked 
animals (MacKenzie et al. 2006). It has been repeat-
edly demonstrated that failing to incorporate im-
perfect detection can alter forecasted population 
trends and estimated species distributions, especially 
for species with low to moderate detection probabil-
ities (e.g., Field et al. 2005; Martin et al. 2005; Rota 
et al. 2011). There are many site- or time-speci�c 
factors that can impede an observer�s ability to detect 
a focal species. For example, sight surveys may have 
lower detection probabilities during inclement 
weather if animals are less active or observer visibil-
ity is reduced. Further, even if occupancy status is 
equal among sites, an observer will be less likely to 
detect the focal species at a site with very dense 
vegetation compared to a site with greater visibil-
ity. MacKenzie et  al. (2002) developed a �exible 
single-season, single-species occupancy modeling 
framework that has since been built upon to model 
multi-season (MacKenzie et al. 2003), multi-species 
co-occurrence (MacKenzie et  al. 2004; Rota et  al. 
2016), abundance (Royle and Nichols 2003), and de-
mographic vital rates (Rossman et al. 2016).

Common Assumptions

All statistical models contain inherent simplifying 
assumptions to describe complex ecological pro
cesses. Two assumptions common to all models of 
resource selection are: (1) animals display varying 
degrees of selection for resources at a range of spa-
tial and temporal scales, and (2) use of a resource 
provides evidence for its importance for the animal�s 

ecology. These assumptions are necessary to infer 
underlying drivers for selection from observations of 
use. The choice of additional simplifying assump-
tions depends upon study designs, study questions, 
and the method of analysis. Assumptions should be 
considered when planning or interpreting results in 
any study of resource selection. Further reading re-
garding assumptions in RSA using categorical re-
source classi�cations can be found in Alldredge and 
Griswold (2006), assumptions applicable to RSA us-
ing telemetry data can be found in Millspaugh and 
Marzlu� (2001), and assumptions inherent in spe-
cies distribution analyses can be found in Guisan and 
Thuiller (2005). Some common assumptions used in 
RSAs include:

1.	 Available and used resource units are correctly clas-
si�ed. This assumption may be violated if there are 
scale issues or biases in data collection methods. 
For example, used resources may be misclassi�ed 
if the location error from a telemetry triangula-
tion is larger than the grain of the categorized 
resource units. Inherent bias in observations or 
census data can also be problematic if observed 
use data is clumped within the available resource 
area due to nonenvironmental reasons. For exam-
ple, spatial bias is likely to occur if surveyed areas 
are not representative of the area considered 
available to the individual or populations. This po-
tential bias is common in studies that rely on sur-
veys of areas most accessible by observers (e.g., 
road surveys) and then extend inference to inac-
cessible areas.

2.	 Availability is constant over the period of study.This 
assumption may be violated if resource availabil-
ity changes between years or throughout the sea-
sons, but inference is made more broadly.

3.	 Resources or resource units are equally available to 
individuals within the population. An examination 
of species natural history should help determine 
if this assumption is appropriate and guide data 
collection of available areas for observed use lo-
cations. For example, since dominant individuals 



206  quantitative analyses in wildlife science

of a territorial species often exclude other indi-
viduals from their territory, that area is not avail-
able to the entire population.

4.	 Selection criteria are constant across individuals. 
This assumption is common in studies that do not 
identify individuals and in studies where repeated 
samples from individuals are lumped without ran-
dom e�ects. This assumption may be violated 
when selection changes with characteristics of in-
dividuals, such as age class, sex, or breeding status.

5.	 A random selection of animals was sampled, and 
those individuals are representative of the population. 
This is a basic assumption for most studies inter-
ested in population level questions; however, it is 
not always the case due to the di�culty of sam-
pling populations. This assumption could also be 
violated if detectability is unequal across sampling 
areas.

6.	 Resource use or selections made by individuals are 
independent from other individuals. This assump-
tion may be violated when family members (e.g., 
mother and o�spring) or territorial competitors 
are included in the same dataset without account-
ing for dependencies. Some analyses bypass this 
assumption through the use of random e�ects on 
coe�cient slopes or by partitioning data.

7.	 Relocations of individual animals are not spatially or 
temporally correlated. This assumption may be 
violated when repeated observations are collected 
in rapid succession.

Study Designs

Resource selection studies can be classi�ed into four 
general study designs (see Thomas and Taylor 1990; 
Erickson et al. 2001; Manly et al. 2002). Classi�ca-
tion is based primarily on whether resource availabil-
ity and use are measured at the population or indi-
vidual level, and whether at least some animals in the 
population are identi�able. Here we summarize each 
study design category, list common analyses, and 
provide an example for each design.

design i
Individual animals are not identi�ed in design I stud-
ies, and available areas are sampled on a population 
level. This design was common in early RSAs (e.g., 
Neu et al. 1974) and remains popular for answering 
questions of selection across large spatial extents. 
Roadside surveys, such as the North American Breed-
ing Bird Survey (https://www​.pwrc​.usgs​.gov​/bbs​/), are 
an example of this study design, but many assump-
tions are not met so inference is limited. Common 
analyses include chi-square, logistic regression, log-
linear modeling, occupancy modeling, and MaxEnt.

Here we present an analysis that incorporates re-
sults from studies by Davis et al. (2016) and Glenn 
et al. (2017) that used MaxEnt to produce predictive 
maps (Fig. 12.2) of forests suitable for nesting and 
roosting by northern spotted owls (Strix occidentalis 
caurina) at two spatial scales. A primary objective of 
the studies was to generate models to inform regional 
monitoring and conservation planning, and Glenn 
et  al. (2017) demonstrated an e�ective method to 
estimate carrying capacity of dynamic landscapes. 
Northern spotted owl nesting and roosting locations 
were collected during long-term demographic re-
search (see Dugger et  al. 2016) and land manage-
ment agency surveys. A quality control process was 
conducted to ensure use locations were correctly 
identi�ed and geographically dispersed throughout 
the entire modeling region. Spatial autocorrelation 
and sampling bias were addressed by limiting loca-
tion data to only one location per territorial pair and 
randomly spacing them no nearer than the estimated 
median nearest neighbor distance (a.k.a., spatial 
�ltering).

Two orders of selection were investigated. The 
third-order selection was analyzed at the scale of a 
forest stand, regardless of patch size or patterns. 
Available resource unit attributes (predictor vari-
ables) were chosen based on forest stand structure 
and species composition attributes (Davis et  al. 
2016). An RSF was �t to these data through the use 
of response functions (e.g., linear, product, qua-
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dratic) that were determined plausible based on 
species expert knowledge. Modeling encompassed 
the entire range of the subspecies, which varied 
widely in available resources (e.g., redwood forests 
occurred only in one region of the geographic range). 
Therefore, the range was subdivided into six model-
ing regions based on similarity of resources impor
tant for northern spotted owls. The models produced 
represented the relative likelihood of selection of for-
est types suitable for nesting and roosting use in 
each modeling region and were mosaicked to pro-
duce a range-wide map (Fig. 12.2). At the territory 

scale (second-order selection) Glenn et al. (2017) 
used a classi�ed binary version of the Davis et al. 
(2016) maps to produce predictor variables that rep-
resented the amount and spatial arrangement of 
nesting/roosting forest cover, and also included top-
ographic and climate variables. Forest cover variables 
were: percentage of forest cover likely to be used for 
nesting and roosting within various radii (Fig. 12.3a 
and b), the distance from contiguous large patches 
of nesting/roosting cover (Fig. 12.3c), and the amount 
of di�use (intermixed with edge) nesting/roosting 
cover (Fig. 12.3d).

Fig.�12.2. ​ Example of a design I resource selection analysis. Observed use locations and modeling extents used to create 
northern spotted owl (Strix occidentalis caurina) nesting and roosting habitat suitability maps in Glenn et�al. (2017 ) and 
Davis et�al. (2016). Source: Adapted from Glenn et�al. (2017), and used with the permission of Springer Nature.


















